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This paper examineAMD EPYC, A M D éupcomingserversystemon-chip (SoC) Many IT
customers purchaskialsocket (2Skervers to acquinmorel/O or memorycapacity thanvhat is
available onintel singlesocket 1S) server architecture&dMD EPYCS 4S processing and 1/0
resources havile potential to displace 2S server designs for maaskloads

Figure 1: AMD EPYC SoCi seated in socketléft), bottom view (right)

Sources: TIRIAS Research and AMD
History

Multi-processor servers have been around for decadése 1980ghey were built from many

boards per process¢CPU), then many fisi ngl echip mieropcessmsnp ut er
enabled server designers tat geveral processor sockets onto ometheboard These mult
socket mot her bo awrdcessaw(@R) veh d¢ radh ed red@ ias thihe
theboard, such as 1P, 2P, 4P, etc.

number

Today, a single server socket can host dozens of hartlhwaeels. Multisocket motherboards are
now | abesloecdk eats6 A(hnnS), so a 1S server has
processor cores, and so on.

one

Figure 2: AMD EPYC SoC hastwice the hardware threads of 2008era four-socket system
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Multi-core processors entered thainstreanserver market a decade agbhen AMD introduced

the AMD OpteronDual CoreprocessorMultithreaded processors cores, which have extra CPU
resources in each core to run more than one satexecution thread at a time, also became
popular during the past decadléultithreaded, ralti-core processors cawkan industry shift from
counting processon motherboard® countingsockets Counting sockets eliminates confusion
betweerthe number ohardware threads a processor chip can hatti¢he number ophysical
chips seated in sockets a motherboard.

Over the sameeriod, servebased parallgbrogramming practices have stalled at a point where
most have eight or fewspftwae executiorthreads per applicatipand few have over 16 threads
This is truefor most mainstreamcommercial applications. The rise of virtualizationdise to
hardware performance evolving at a faster pace than individual software applications sotiid ab
that increasen hardwareperformanceln the 2000sthe proliferation of multicore processors
enabled 4S systems to displdbe more expensiv8-socket(8S) market as 8 systems became
more capableThen over the past decad®2S systems took over many workloatfem more
expensive 8 systems2S systems now define the enterpiitess server mainstream.

A byproduct of continuing to cram mowo®res andhreadsinto eachserverprocessois that a

single AMD EPYC SoC socket nowcontainsroughly twice thehardware thread execution
resourcesf a 20B-eraduatthreaded, quadore,4Sserver(see Figure 2)That begs the question:

why are2S systems still the dominaserver motherboard form factor? Is thpogential to move
mainsteam server workloads 1SinfrastructureAnd can 1S server be fAent

2S or1S? That is the Question

There are few workloads that generate over 16 simultaneous threadshpdulable task or
processwhile most generate no more than eigireads per instancklost of the workloads that

do generate more than 16 threg®s procesar e A e mb ar r a digh pertpimgncep ar al |
computing (HPC) workloadand generate orders of magnitude more thrpadsnstancé they

are better suited to GPU or other offload acceleration than scaling up to $ogketcounts.

Most workloads, such asusiness logic running in virtual machines and cloud microservices
running in containergouldrun as fast and economically ariS server as they can on a 2S server,
if there was alS systenavailable todaycomparably provisioned ta 2S serverwith only one
socket populated

Inteld server processor feature and pricing segmentation strapggars designdd preserve its
substantial 2S volume and margiBsie to increasing core counts as well as improvements to the
underlying core and cache architectures, Intel's Xeon "Haswell" generation introduction in late
2014 increased the number of 2S servers shipped with only oket mpulated.
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Figure 3shows that the number of under $3,000 2S servers shipping with only one socket
populated permanently jumped about 20% (from 25% share to over 30% share of the price band)
during the Haswell ramp. In addition, the number of $3:¥6000 2S servers shipping with only

one socket populated jumped about 25% as well (from 27% to about 35% share of that price band).

Figure 3: Share of 2S servers shippedith only one socket populated
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Source: IDC, 2016

AMD's EPYC architecture has the same kind of core count and architectural uplift, so stands a
good chance of causing the same kind of effect in the marketplace, with the caveat that AMD is
also interested in promoting a native 1S market.

Today, over onghird of 2S capablerack optimized serves ship with only one processor
populated. 8eTablel for detail on tle two highest volume 2S server price bands

Table 1: 2Srack optimized serversshippedwith only one processormopulated during Q1-

Q3 2016

Price Band 2S Rack Share One Processor Shipped
$3,000 to $5,999 43% 35%

$6,000 to $9,999 30% 39%

Source: IDC, 2016
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Features

Many 2S servers are purchased today simply to acquireandreifferent/O capacityor memory
thanwhatis availableon Inteld &S serverarchitecturesTo addsignificantly more memorgand
PCle lanegequires adding the second proces3tiose designasethe 2S chipset fomore or
different I/O(mostly PCle, NVMe, and/or SATApot for the secondsockes c omput.e reso

Mostenterprise and hyperscaerver buyers will not trade downfrdmnt el 6 s Xeon E5 e
class features, su@s use of registered DIMMs (RDIM$lto X e 0 n  uBe8 i $U servers that
haveconsumetPCG-derivedfeatures, such as unbuffered DIMMs (UDINMMThe price difference

between buying one Xeon E3 vs. one Xeon E5, with the potential to upgrade to two Xeon E5
processors, is csidered a small cost to payen though th&nancial cost is aatally very high.

In addition,practically no one who buys a 2S server with only one Xeon E5 populated will exercise

the optionof installing a second processor at a lateeti

Table 2 EPYC competitive landscape

Intel Intel Intel
Xeon D 1500 Xeon E3-1200v5 Xeon E5-2600 v4

Max Sockets 1 1 2 2
Core Generation Broadwell Skylake Broadwell-EP Zen
Core Count per Socket 4,8,12, 16 4 Up to 22 Up to 32
Thread Count per Socket 8,16, 12, 32 8 Up to 44 Up to 64
Memory Type DDR4/DDR3L DDR4/DDR3L DDR4/3DS DDR4/3DS

Speed (MHz) 2400 2133 2400 2667

R/LRDIMM per Socket (GB) 128 N/A 1536 2048

UDIMM per Socket (GB) 64 64 N/A N/A

DIMM Size - Max (GB) 32 16 128 128

Channels 2 2 4 8

DIMMs per Channel 2 2 3 2
PCle Gen 3 Lanes 24 16 40 Up to 128
PCle Gen 2 Lanes 8 No No No
Integrated SATA3 6 No No Up to 32
Integrated NVMe No No No Up to 32
Integrated USB3/2 4 No No 4
Integrated Ethernet 2 x10G No No No
Requires Chipset No C230 C612 No

Source: TIRIAS Research

Table2 shows a siddy-side comparison oAMD EPYC and competitive Intel Xeon products.
All the information in Tabl&is for 1S configurations, although bdPYCand Xeon E5 are dual

! Anecdotally and as measured psocessor shipment data.
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socket capablelhe table clearly shows that AMBPYCis not only pushing well beyond Xeon
E3 limitations, but also exceeding Xeon E5 v4 integration and features.

For the case where both processor sockets are populated largely for the additional meanidyy cap
and/or PCle lanes, not only does this add additional capital expense (CAPEX) from increased
board area, chassis volume, and the second processor, but there is also ongoing operational expense
(OPEX) increases because of additional power consumgititie second processor.

Table 3 shows that Intel is pricing the Xeon D 1S SoC at twice the price of a comparable Xeon E3
processor, but the Xeon E3 requires additional southbridge chip, networking, and 1/O support. In
contrast, Intel is pricing the Xeon Eocessor, which also requires additional southbridge chip,
networking, and I/O support, at six times the price of a comparable E3 $¢tl& 2S board with

only one socket populated, an E5 is required for upgradeakitiiglt, as mentionedbove rarely
happensbut is still considered in purchase decisions). With both sockets of a 2S board populated,
Il ntel ds | ist price for dual E5 processors 1is

Table 3: Intel Xeon model lines list price comparisof

Intel Xeon Representative Multiple of E3 Approximate List

Product Line SKU List Price Price (Mar 2017)
E3 E3-1275V5 1 $325
D D-1548 2 $650
E5 E5-2667V4 6 $2,000
E7 E7-8867V4 14 $4,600

Source: TIRIAS Research and https://ark.intel.com/

Upgradeability
There are two ways to look at upgradeabhility

1. Upgrade the processar in both socketsfor clock speed and other architectural
improvementsThis technique worked well when each new generation of processor added
substantial performance via clock rate increasesl architectural improvements.
Unfortunatelyl nt el 6 s ¢ u r ar eoretarchiteBtéres are matueiagsd Mo or e 6 s
Law no longerautomatically generates faster clock speeds because of process #winks.

a result, performance improvements are often within single digits from one generation to
another.Servers today are typically left-service until they fail, until they are not
supported, or until they cannot run a specific workload.

2January 10, 2017 prices are rounded down slightly for ease of comparison.
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2. Start out with only one processor and then add a second to add more capability.
Anecdotally, from talking with many cloud and enterprise IT shopstserverswill never
have their chassis covers opérnte upgrade any part of the servéhat is true for 2S
servers purchased with only one processor, as well. \@tideng a second processoas
a reasonable bétvo decades agiyom an applications software point of view, modern
applications tend to scataut nicely by adding more inexpensive servers, rather than
buying expensivescaleup servers that areverbuilt for many applications irvirtual
machine hostingeploymentslt is much easier to scatrit to add capacity these days.
operators argoing to invet the manpower to open a server rack and pull out a chiassis
they might as well replace the whole chassis than trying to inatafidditional CPU,
heatsinkandmore memory

AMDO s [SerwerArchitecture and Design

A MD GEPYC SoC is designed to address the latent 1S server demand that Irpekshead to
expensive and unnecessary 2U servers, as well agpaiffrmance 2U server demands.

A EPYC SoCcan directly connect up to 32 SATA or NVMe devic€snfigurationof EPYC) s
PCle Gen3lanesas NVMe, SATA, o12S socket interconneis determined whea motherboard

is designedin a 2S configuratiorEPYCH system memory capacity doubles to 2/4TB of memory
(RDIMM/LRDIMM), but system I/O is identical to a 1S solutiorhalf of thel/O lanes are used
for high-speed links between the two SoC sockets.

Figure 4. AMD EPYC 1S development board (left) an@®S pre-production board (right)

Source: TIRIAS Research
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Economics

There are two economic components to server owner€APEX andOPEX CAPEX is the
buyerés price for a complete server, while OP]
and management overhead costs.

Generalizing a comparison between 1S and 2S economics is somewhat fuzzy. The features that
dominate the compeion are listed ifable4.

Table 4: CAPEX and OPEX contributions to differences in 1S and 2S server ownership

Processor Pricing Power consumption
Motherboard Pricing Power consumption
Power supply Pricing

Data center density Opportunity cost

Source: TIRIAS Research

There is also an OPEX software licensing compagrarttthat is extremely difficult to generalize
across a wide range of applications.

We estimateb200 to $300 increase in pricitgtweentypical 1S and2S motherboardé&ue to
additional components, increased board costs, ietdgse to the differencm single processor
pricing between Xeon E3 and Xeon.EFRhis price differencds nominalfor a larger and more
complex board desigmndfor support component@ower regulators, socket, eteequiredfor
the second processor or SoC socket.

Additionally, a higher capagit and therefore more expensive power supplysed in 2S designs
to powerthe additional processor and support components, even if the second processor socket is
never populated.

While the additional 2S motherboard compatsefigure intoanincrease in power consumption,

here again, processor power consumption dwarfs the rest of the motherboard components.| 0 s
1S Xeon E3 series power consumptpecifications ranggom 25W to 80W, and Xeon D power
consumptionspecifiations rangef r om 45W t o 6 0W. Il ntel s 2S
consumption ranges from 50W to 145\Wor comparison, DIMM slots are configured for 7.5W
power consumption, so four DIMMsayconsumeaup to30W and eighimayconsumeup to60W.

3 Specifications for Intel products were obtained frdwtps://ark.intel.com/
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However, themotherboard price differential is dwarfed byo d aappdoxmately $600 to over
$1000 price difference moving from an Intel 1S Xeon E3 series processor to a 2S Xeon E5 series
processorEPYC SoGs that fitin a2S system will also fit intdS system$ without diluting per

socket capabilities dunctionality at any design poifsee Table 2)

Memory and I/O Scaling

EachEPYC SoCwill have the same memotyandwidth andcapacity, whether in a 18 2S

design This will dramatically impact y st em desi gnersdé ability to c
as Intel segments their 1S and 2S product layastrictinglSmemorybandwidth andapacity

which has the effect giupsellngd customers to 2S designs.

ScalinggPYCfrom 1S to 2S does consearsomel/O lanes. AEPYC2S design uses half of each
So®s high speed |/ O | &oCsacckettBot bothahe A& and 26RYE t he O
motherboards support the same number of PCle lanes.

From Table2, note the limited memory capacity of both Xe@rand Xeon E3, and that Xeon E3
does not suppt server standard RDIMMSs.

Conclusion

A M D GERYC architecturewill enable uniquely capable 1serversolutions. TIRIAS Research
believes that economiocsoupled with memory and I/O scaliraye sufficienjustification fordata
centercustomers to adopt 1S designsvolume,asA MD GERYC SoC credibly addressdike
majority of 1S architectural and economic objections.

In other words, we believe that buying overprovisioned 2S servers will be throwing eeagy
onceEPYC1S servers are generally available. This is the same kind of transition the server market
experiencecfter AMD shipped the duadoreAMD Opteron and Intel respondedkind, which
caused8S and higher system salts collapseinto the 4S sgment Since then public cloud
providers have almost completely ignored 4S servers in favor of 2S configurations in their metal
asaservice (MaaS), infrastructuasa-service (laaS), and platforasa-service (PaaS) product
offerings

From a software deslopment perspective, developing EPYC 1S solutionss no different than
developing for any other server processor. Plustamers camlso design top performing 2S
solutions withEPYC1 and they can use tlexactsameEPYC SKUs to do so.

From acustomer perspective, each serskould support a baseline level of performafea
given application (number of users, number of transactions, throughputiteticguld nomatter
if aserveris 1S or 2$Sas long as it meets or beats that basedwe bfperformanceavith enterprise
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class featureg he challenge has been that, uBHYC, all thingshadnot been equal in the supply
chain.EPYCH kigh core count and robust features should enable AMD to convert what could be
a simpleincreasein 2S servers shipped with only one processor amcexpanding market for
purposebuilt 1S server designs.

AMD designedEPYCto address enterprisgassserverdeploymentsWe look forward toEPYC
performance metrics and TCO analysis as its launch gg@®achedo furtherquantifyits 1S

A

advantages over Lntelds Xeon processors
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Edited on February 8, 2018 to correct AMD EPYC branding.

Copyright TIRIAS ResearchL.C 2017. All rights reserved.
Reproduction in whole or in part is prohibited withewuitten permission from TIRIAS ResearthC.

This report is the property of TIRIAS ReseatdlC and is made available only upon these terms and
conditions. The contents of this report represent the interpretation and analysis of statistics and inthahal
is either generally available to the public or released by responsible agencies or individuals. The inform
contained in this report is believed to be reliable but is not guaranteed as to its accuracy or completenes

TIRIAS Researcl LC reseves all rights herein. Reproduction or disclosure in whole or in part is permitte
only with the written and express consent of TIRIAS Resear¢h

© TIRIAS REsearcH ALL RIGHTS RESERVED




